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Abstract

Artificial clouds play an important role in the computer generation of natural outdoor scenes. Realistic modeling and rendering of such scenes is important for applications in games, military training simulations, flight simulations, and even in the creation of digital artistic media. We propose a model for simulating cloud formation based on an efficient computational fluid solver. We combine the fluid solver with a model of the natural processes of cloud formation, including buoyancy, relative humidity, and condensation. This allows us to simulate the formation and growth of clouds at interactive rates.

1 Introduction

In order to produce visually pleasing artificial clouds, we must have both efficient methods for visualizing volumetric data and useful interactive applications for generating this data. The visualization of volumetric data has been one of the larger challenges that the graphics community has addressed in the last few decades. As we have learned to improve our methods of visualization, we must also strive to improve our methods for generation. In this paper, we focus on the simulation of physical processes that contribute to the formation of clouds in our atmosphere. By simulating these physical processes we are able to more accurately model the structure of a cloud that forms under given atmospheric conditions.

Traditionally, cloud structure has been generated by either procedural or fractal methods[12]. While these methods may at times produce visually compelling results when coupled with complex rendering techniques, these structures are essentially random and are difficult to modify or control interactively for creating different cloud types. Our method allows the user to interact with a physically-based simulated environment in order to produce the desired cloud formation. All the user needs is a basic understanding of the fundamental processes involved in cloud formation: buoyancy, relative humidity, and condensation.

The software model we have presented in this paper represents a new approach to explicitly modeling the many natural processes that lead to atmospheric cloud formation using an interactive numerical fluid simulator. Also, our model is one of few to date which has addressed more than one type of cloud.

In this paper, we first discuss prior work on modeling clouds and fluid motion. We then discuss the model we use to simulate cloud formation, including the necessary modifications to the fluid solver. We describe the implementation we have created, including how it can be used to create various cloud types. Finally we discuss how our results can be incorporated into various rendering systems.

2 Background Material

Cloud modeling has been a focus of prior research in computer graphics. Researchers have been active in developing methods for simulating, visualizing, and predicting clouds and other natural phenomena that occur in our atmosphere, as well as methods for simulating the fluid motion that occurs in the atmosphere. Cloud modeling is also an area of research in meteorology, however most of the models developed in this field are designed for simulation at a larger scale, are geared toward predictive accuracy rather than visual quality, and are not designed for interactive simulation. While our model is physically-based, we do not attempt to create a model of the scale and accuracy achieved by meteorological simulators. In section 2.1 we discuss previous models of cloud formation in computer graphics and some of the advantages and shortcomings of these methods.

In section 2.2 we summarize the basic principles involved in the physical process of cloud formation. We then present
a brief introduction to the fluid model we will be using for our simulation in section 2.3.

2.1 Cloud Models in Computer Graphics

Within the field of Computer Graphics there has been extensive research aimed at generating realistic looking clouds. While most of this research has been aimed at developing advanced methods for rendering clouds and other fuzzy objects, there has also been considerable research into generating the volumetric structure of such objects. In section 2.1.1 we discuss previous models of cloud structure, and in section 2.1.2 we discuss various rendering methods that have been used for clouds.

2.1.1 Structural Models

Some of the earliest cloud models were based on random generation of structures by procedural functions. These include methods presented by Gardner[5], Perlin[15] and Lewis[10]. The problem with such methods is that in the quest to mimic the shape of natural clouds, they can quickly become gross mathematical abstractions of simple fluid motion. The benefit to using such methods, however, lies in the scalability of fractal based methods. These methods can be used to generate infinitely small detail, which is highly desirable in cloud models. (In our model, generating such detail will be left to rendering methods.)

In their 1992 paper, Nagle and Raschke[12] presented a model of cloud growth based on a simple Boolean function iterated within a volumetric data space. These cellular automaton-based methods can give a somewhat realistic looking growth pattern for the formation of a cloud, but these methods are difficult to modify interactively. Another approach to modeling cloud formation has been presented by Neyret[13]. This model can be used to generate a surface representation of convective cloud formations, using evolving bubbles and turrets as well as other simple abstractions of complex fluid interactions. A shortcoming of this model is the lack of interior detail for the generated cloud structures. Ebert has also developed a unique cloud modeling method based on deforming implicitly defined primitives over time[3].

Our approach follows that of other, more physically-based approaches. This includes the work of Kajiya and Von Herzen[8] and Miyazaki et al.[11]. However, Kajiya’s model does not account for variation in pressure within the atmosphere and accounts for viscous effects, which are negligible for a standard atmospheric application2. He also uses a different approach to modeling and solving for the spatial effects of atmospheric fluid dynamics. Miyazaki’s model, which is based on an earlier model by Dobashi et al.[2], uses a coupled map lattice (rather than a more general fluid solver), developed by Kaneko[9] to simulate the physical process of cloud formation.

2.1.2 Rendering Models

Computer rendered clouds are often generated for the purpose of background imagery, and therefore the primary goal of the modeler is to “fool” the eye into dismissing the puffy thing it sees in the background as a cloud. By making the cloud appear more natural in color and texture, the artist can draw the viewer’s eye away from the actual structure of the cloud and toward the heart of the image. Such effects may be achieved using rendering techniques and artistic control, without actually putting much effort into the underlying model of the cloud. Much of the research in computer-generated clouds has tended to focus more on bringing realism to clouds through the art of rendering.

Some of the earliest work included that of Kajiya and von Herzen[8], who used multiple scattering to render high-albedo volume data. Others have generated volumetric renderings based on other physical simulations (e.g. Stam[18]). For rendering clouds, the incorporation of single and multiple scattering by Nishita et al.[14] and atmospheric attenuation by Dobashi et al.[2] have produced some of the most effective recent renderings. These methods often make use of imposters, or billboards, to speed up the rendering process.

Recent research into interactive rendering methods includes that by Harris and Lastra[6]. Their paper focuses on using imposters to speed up rendering, approximating multiple forward and anisotropic scattering of light through volumetric data. While this method succeeds at achieving excellent frame rates when rendering particle-based cloud structures, currently this method is best suited for rendering static clouds, but not dynamic, evolving clouds.

2.2 Physical Process

Our model of cloud formation is physically-based. We simulate the condensation of water vapor within the atmosphere based on physical parameters such as relative humidity and buoyancy. We will give a brief description of the physical process of atmospheric cloud formation.

The first requirement for cloud formation to occur is the presence of “dirty moist air.” Aside from having air that contains humidity (water vapor), we must also have air that contains tiny particles, called hygroscopic nuclei, upon which the water vapor can condense3. The second requirement for clouds to form is the presence of ascending air. This is most often caused in our atmosphere by thermal currents, which are the result of

---

2This will be shown later in section 2.3.

3In order to condense, water vapor must have a surface to adhere to.
buoyancy caused by temperature variations within our atmosphere. As air near the surface of the earth is heated, its temperature increases. This causes the air to expand due to increased local pressure and then rise due to a decrease in density. Note that in our model we do not explicitly represent this change in density but instead simulate only the resulting buoyant force based on the temperature difference. Ascension of air can also be caused by orographic uplift which is when air is ‘pushed up’ by the terrain below it. For example, clouds often form around mountain ranges as the air blows up and over the surface of the mountain[21].

As air rises, pushed by either buoyancy or orographic uplift, the air expands as the pressure decreases. This causes the air to cool. Cool air is able to hold less water vapor than warm air, resulting in an increase in relative humidity as a moist air parcel rises. Eventually, the rising air will reach a point of saturation. The temperature at which this occurs is called the dew point. Once the dew point has been reached and if hygroscopic nuclei are present, condensation will occur. This is not the end of the process, however, as condensation is an exothermic process, causing the release of latent heat of condensation. The transfer of energy increases the temperature of the nearby air, thus creating more buoyancy and increasing vertical velocity. This is why so many clouds seem to grow upward, especially when the surrounding air is calm. Different atmospheric conditions contribute to the growth of different cloud types, which will be discussed in section 4.

2.3 Fluid Models

Simulation of fluid flow has long been an active research area, with many applications. Early research was hindered by the large memory and processing requirements inherent when storing and manipulating volumetric data on a coarse grid. Recent research, however, has resulted in a method for producing visually realistic fluid motion on coarse 3D grids at interactive rates.

The Navier-Stokes equations describe the flow of a fluid. The solution is an approximation of incompressible flow. Incompressible flow contains no sharp changes in density, which are most often caused by supersonic shockwaves. This model is preferred to those of compressible flow because compressible flow solutions require relatively small time steps to maintain accuracy and thus are more expensive to compute. In most situations incompressible flow models do not experience significant loss of accuracy, as long as the maximum flow speed remains below the speed of sound[7].

The details of the Navier-Stokes equations are described in Appendix A.

The fluid solver we use for our simulation, presented by Stam[18], is based on this Navier-Stokes system. This method solves the Navier-Stokes fluid equations over a coarse grid. At each simulation step, the Navier-Stokes equations, neglecting the viscous term, are solved for each voxel in the grid. One of the main aspects of this method is the use of backward-tracing particle motion within the system. This approach allows for increased stability even when using large time steps (although taking larger time steps will always decrease numerical accuracy). For more details concerning implementation of the basic fluid solver, the reader should consult Fedkiw’s paper[4] or Stam’s paper[18].

3 Software Model

In this section we discuss our proposed software model for the physical process of atmospheric cloud formation. In section 3.1 we discuss the basic atmospheric model that accounts for convective currents caused by variations in temperature, as well as condensation and the release of latent heat. In section 3.2 we discuss some modifications we have added to our fluid model to more accurately model the physical atmosphere, and in section 3.3 we discuss the interface we have implemented for our software application.

3.1 Basic Atmospheric Model

In order to model the physical process of cloud formation, we must first model the fluid flow of air within our atmosphere. Atmospheric air flow is based on a number of environmental factors, including large-scale wind motion and buoyancy of air due to local temperature differences.

In order to model the local motion of the air, we must model the thermal currents that occur in the atmosphere. However, instead of explicitly modeling temperature values at each grid point, we model the amount of heat energy in the system and let the temperature be solved for implicitly. This allows our system to more easily account for adiabatic cooling of rising air caused by decreasing pressure. We are able to compute the temperature of any point in the field by multiplying the amount of heat energy present by the pressure, shown in equation 1. This equation gives us the effect of an air parcel decreasing in temperature as it rises and experiences a decrease in pressure. The constant in equation 1 can be used to set the maximum temperature desired for the system.

\[ T_{local} = E_{local} \times P_{local} \times K_{temperature} \]  

\(^\text{6}It should be noted that this concept is very similar to the notion of virtual temperature used earlier by Kajiya[8].\)
Figure 1. Heat enters the environment from defined sources, represented by spheres at the bottom. This creates buoyancy which causes convection currents within our system. The colored region shows the heat distribution.

The pressure in our system is defined based on altitude. The pressure is 1.0 Bar at ground level and decreases exponentially with height to 0.1 Bar at the tropopause\(^7\). These values are taken directly from measurements within our own atmosphere\(^{[21]}\).

Once we compute the temperature at each point we use this information to compute our buoyant forces. At each point, if the surrounding temperature is less than the current temperature at that point then we add a positive buoyant force. Likewise, if the surrounding temperature is greater than the current temperature, we add a negative buoyant force as shown in equation 2, where \(K_{\text{buoyancy}}\) is an appropriate constant. This enables us to model the thermal currents in our atmosphere caused by temperature variations. Note that, in contrast to some other methods, we do not explicitly define the convection currents; they are produced automatically as a result of modeling the heat distribution and the resulting buoyancy. Figure 1 shows heat being added to the system and causing buoyancy, and figure 2 shows humidity within the system being advected upward by that buoyant force.

\[
F_{\text{buoyancy}} = K_{\text{buoyancy}} \times (T_{\text{local}} - T_{\text{surrounding}})
\]  

\( (2) \)

Next we compute relative humidity at each point. In fact, there are a number of measurements of humidity that can be used. These include relative humidity, specific humidity, mixing ratio, and absolute humidity\(^{[21]}\). In our model, we have chosen to compute relative humidity, which is given as the amount of water vapor contained within the air divided by the total amount of water vapor that could be held at saturation. The amount of water vapor the current volume can hold at saturation is directly proportional to the pressure, as shown in equation 4. This gives the desired effect of increasing relative humidity as pressure decreases.

\[
RH = \frac{\text{Current}_{\text{Water Vapor}}}{\text{Saturation}_{\text{Water Vapor}}}
\]  

\( (3) \)

\[
\text{Saturation}_{\text{Water Vapor}} = P_{\text{local}} \times K_{\text{Saturation}}
\]  

\( (4) \)

Next we model condensation. We have already stated that the relative humidity at a given voxel must be at or near saturation for condensation to occur. If the concentration of hygroscopic nuclei is very high (above 0.75), condensation can occur at lower relative humidity levels\(^{[21]}\). The amount of condensation at any point is a function of the relative humidity and the concentration of hygroscopic nuclei, as shown in equation 5, where \(K_{\text{condensed}}\) is a constant. Because of this relationship we can use the hygroscopic nuclei concentration to increase the probability of cloud formation in certain areas of our workspace, or likewise prohibit formation in other areas.

\[
W_{\text{condensed}} = RH \times HN \times K_{\text{condensed}}
\]  

\( (5) \)

Finally we compute the latent heat released from the phase transition of the water vapor. The amount of latent heat released is directly proportional to the mass of water vapor condensed. Therefore we can compute the amount of latent heat released as shown in equation 6. The constant \(K_{\text{latent}}\) will directly affect how quickly the simulated cloud formation will grow upward when condensation begins.

\[
E_{\text{latent}} = W_{\text{condensed}} \times K_{\text{latent}}
\]  

\( (6) \)

Note that although there are many constant in equations 1–6, most of the constants are known physical values (e.g. \(K_{\text{latent}}\) is given as \(2.5 \times 10^8 \frac{J}{kg}\) for water vapor at \(0^\circ C\) and \(1.0 \text{ atm}\). [20]). Although a user may change the constants to modify the results, doing so makes the simulation less realistic.

\(^7\)The tropopause refers to the upper boundary of the troposphere.
3.1.1 Incorporating into the Fluid Solver

We have discussed how we compute the parameters necessary to model the physical process of atmospheric cloud formation. We will now describe how we incorporate these computations into our fluid solver to create our model. The pseudocode contained in Appendix B should also help explain how to implement our method.

Several data fields are maintained over a 3D grid. At each grid point the velocity, humidity (amount of water vapor), heat, and condensed water is stored. These fields are input into the fluid solver. The fluid solver advects the velocity field on itself, thus simulating fluid flow and updating the velocity values. In addition, the other data fields (the “density fields”) are advected based on the velocity, and allowed to diffuse and dissipate slightly (the actual amounts of diffusion and dissipation can be adjusted). We modify this process slightly as described below (section 3.2). At each time step, the fluid solver returns velocities in the x, y, and z directions as well as density values for each field (humidity, heat, and condensation) for each grid point.

After each time step, we compute the relative humidity at each voxel as described in equation 3. If the computed relative humidity is above a user-specified threshold and hygroscopic nuclei are present, we then compute the amount of water vapor that will be condensed as given in equation 5. This value is first subtracted from the humidity field and then added to the condensation field. We then compute the amount of latent heat released as shown in equation 6, and add this amount to the heat field.

Based on the new temperatures, we compute buoyancy forces in the system. In addition, we add any external forces provided by wind. These forces modify the velocity field, and the simulation process is then repeated.

3.2 Modifications to the Fluid Solver

The fluid solver, for computational ease, assumes that pressure is constant in the system, which is certainly untrue over the atmospheric scale. In order to make the fluid model account for the variation in atmospheric pressure in the vertical dimension, we make two low-level modifications to our solver. Specifically, we modify the velocity field at each step to account for the expansion of rising air and the conservation of momentum. Although these effects tend to be minor (velocities in our typical simulation are modified by less than 5%), the effects are not negligible over the scale of the simulation. While the resulting motion is not a completely accurate model of fluid flow in the atmosphere, it does capture the primary differences from a constant-pressure simulation.

3.2.1 Expansion

The first addition accounts for the expansion of air as it increases in altitude. Air at lower altitudes is under more pressure and thus is more dense; as a parcel of air rises into a lower pressure region, it expands. We account for expansion of rising air as shown in a 2D example in figure 3. At each time step, for all positive vertical motion we add a proportional amount of horizontal motion in each direction. The net effect of this will be a horizontal expansive force along the boundary of any parcel moving upward. The amount of force added is proportional to the decrease in pressure experienced over the given vertical displacement and thus varies by altitude.

![Figure 3. 2D example of expansion algorithm.](image)

3.2.2 Momentum Conservation

The second addition accounts for the conservation of momentum. We must consider conservation of momentum because air parcels traveling vertically will “collide” with parcels that have different density (and thus different overall mass). For example, a parcel of air moving downward at velocity \( v \) would encounter more dense air below. If momentum were fully transferred to the parcel below, that lower parcel would increase in velocity by an amount less than \( v \). We account for momentum conservation similar to the way expansion was handled. At each time step, we increase all positive vertical velocities, and decrease all negative vertical velocities. This is shown in figure 4. To ensure that momentum is conserved properly, we can recompute the Navier-Stokes solution at each voxel to ensure that error is within tolerance.

3.3 Interface

Our graphical user interface for the cloud modeling software application has been implemented using the GLUI interface toolkit[16] on top of OpenGL. The user has the ability to change view parameters, as well as bring up additional
menus for simulation parameters that can be modified during the simulation. This allows the user maximum control over the simulation environment during run-time. An example of our GUI is shown in figure 5.

We have also included an interface for manipulating wind in the environment—both a global directional wind and a local cross-wind which can be set to high speed and aperture to create a desired amount of turbulence. We have also included an additional scalable random motion to our velocity field. The user is also able to customize the heat source configuration at ground level and set the source of humidity—either entering from just above sea level (evaporation) or incoming from cross-winds. In our implementation we use a Perlin noise function scaled by an overall concentration value to define both of our humidity sources[15]. Perlin noise is a more natural source for an initial random distribution than a uniform block of density.

In our application, volumetric data is rendered interactively using smooth-blended transparent billboards generated from back to front. However, the volumetric data generated can be exported for off-line rendering using any volume rendering algorithm8.

4 Creating Different Cloud Types

Cloud formation is a scene with many “actors” in it. Consequently, there are many distinct ways that the actors in the atmosphere can interact to form clouds. This is why different atmospheric conditions produce different cloud formations. Currently our simulation focuses only on two main cloud types—cumulus clouds and stratus clouds. Cumulus clouds are formed by vertical air movement caused by thermal currents over land. Stratus clouds, on the other hand, are formed by horizontal wind currents over oceans or other large bodies of cold water. We will explain in detail how we set up our environment to form each cloud type.

4.1 Creating Cumulus Clouds

We form cumulus clouds by defining a plume of humidity and a heat source at ground level. The incoming heat raises the temperature of the air and buoyancy causes the humid air to rise. The heat source pattern can be tailored to fit the approximate cloud shape desired. As the humidity rises and begins to condense, latent heat is released, increasing the upward buoyant force and producing a predominantly vertical cloud growth pattern. In our simulation we have included wind to help shape the cloud as well. A global wind defines the drift pattern of the cloud, while local crosswinds introduce turbulence into the environment. We have also implemented a vorticity confinement algorithm presented by Steinhoff and Underhill[19] which helps preserve the appearance of swirling effects caused by conserving momentum under turbulent conditions. Figure 6 shows an example of cumulus cloud formation.

8Data resampling may be advantageous to give better volume-rendering results
4.2 Creating Stratus Clouds

Stratus clouds are formed slightly differently than cumulus clouds. Stratus clouds usually form over cold terrain such as ocean water, where there is little or no vertical air movement. Contrary to the cumulus cloud set-up, for stratus clouds we do not define any heat source for our environment and our source of humidity is outside our simulation region, carried in by a horizontal cross-wind. The user can define the direction and altitude of the cross-wind and also the amount of humidity carried in by the wind. This gives us humidity traveling horizontally instead of vertically. When any of the water vapor condenses, the latent heat released causes some buoyancy and therefore we see wispy streaks of cloud, interspersed horizontally around the dew point. Figure 7 is an example of stratus cloud formation.

![Figure 7. Stratus cloud formation caused by horizontal air flow.](image)

4.3 Performance Analysis

The above images were rendered interactively on a grid size of 15x50x15 and 50x15x15, respectively, at an approximate frame rate of 1 frame/sec on a standard desktop PC. This is usually an acceptable frame for interactive modeling of the cloud. Frame rates can be increased by using lower grid sizes or more powerful hardware.

5 Rendering

The volumetric data produced by our method is far from a finished product in terms of artificial clouds. Our implementation provides only a fast OpenGL-based rendering method that is useful for quickly examining the cloud for design purposes. In order to be more useful, this data must be exported for use in advanced rendering applications. The data that we have produced—a three-dimensional grid of density data—serves as a low-level representation of the finished product. Rendering techniques should be used wisely to create not only lighting and shading effects, but also to create added detail for finished clouds. In section 5.1 and section 5.2 we present an example of exporting our data to an external rendering engine. In this case we have used the SkyWorks source provided by Mark Harris of the University of North Carolina.

5.1 Data Processing Steps for Rendering

We have implemented several ad hoc methods to prepare our data for the given rendering application. Besides resampling our data, we must also convert our grid format to a particle structure, as this is the input required for rendering using SkyWorks. Additionally, we may also want to apply other filters to redistribute the density values of a given cloud.

First, we have used a standard trilinear interpolation method with a gaussian filter to resample and smooth our initial volumetric data. This allows us to enhance the resolution of the rendered model. On average, we have no more than doubled the initial resolution for each axis.

Next we must convert our data to the required particle format. For this we have implemented a simple pattern search that operates on our volume data. After initially creating a particle for each grid point, the algorithm searches for groups of eight juxtaposed particles (that have not yet been processed). When this pattern is found, a new, larger particle is created with a density value equivalent to the average of the previous eight particles. When rendering with imposters, the number of particles used will always affect the overall opacity of the object, therefore we would like to build a cloud with only as many particles as are required to define the shape. On average, the simple method we have implemented decreased approximately 5K grid-sized particles to approximately 1.5K variable size particles.

Finally, we have also implemented a density resampling routine. This affects the perceived boundary of the cloud by redefining the fall-off rate for density opacity values. For example, we can create an exponential fall-off by simply squaring our density values. Alternatively, we can create another smooth fall-off by computing the \( \tan() \) of our densities. Since our density values are defined on the scale \([0,1]\), any function whose range is \([0,1]\) on the given domain can be used. Our given results have used an exponential filter.

5.2 Rendering using SkyWorks

As we have previously mentioned, the SkyWorks rendering engine renders static clouds, therefore in order to...

---

\[ ^9 \text{Pentium III 800MHz processor with 256Mb RAM and a Geforce 2 graphics accelerator} \]

\[ ^{10} \text{The reason for this is that the method implemented by Mark Harris requires illumination tables to be precomputed for each cloud.} \]
assemble a video sequence of cloud formation using this engine we were required to create a batch process to export images of each volume frame (exported from our application), and then assemble those frames as a sequence. Because our particle conversion method is not continuous from frame to frame, a heavy motion blur was also applied.

As expected, the SkyWorks rendering engine achieved excellent interactive frame rates for static cloud images, averaging over 100 frames per second when navigating 3-5K element clouds. In the static view, however, our clouds were not quite as pleasing in appearance as the hand-painted clouds used in the SkyWorks demo\textsuperscript{11}. However, our assembled video sequences of cloud formation show that our application can be used to create realistic simulations of cloud formation.

6 Future Work

In this section we discuss several directions for further research.

- \textbf{More cloud types}
  There are many more types of cloud formations than just the two we have addressed in our current simulation. These include cirrus, cirrocumulus, cirrostratus, altocumulus, altostratus, nimbostratus, stratocumulus, and cumulonimbus\textsuperscript{21}. As the names suggest, many of these cloud types are variations of the three main cloud formations: stratus, cumulus, and cirrus. Although we have not yet explored creation of these other types, we believe our model should easily adapt to handle them. With additional research we would like to add environmental presets for each cloud type to aid the user in creating these different base types. In addition, our fluid simulator should support simulation of wind patterns over rough terrain, which should enable us to create clouds formed by orograpic uplift.

- \textbf{Complete growth cycle including precipitation and dissipation}
  We also hope to add to the current growth cycle of our clouds. Once enough water vapor has condensed into cloud form, gravity starts to pull down on some of the larger condensed particles. As the large droplets fall through the cloud colliding with other condensed particles, the process of precipitation begins\textsuperscript{21}. We would like to experiment with modeling the precipitation stage of the cloud life cycle in our model, perhaps with an overlaid particle system. This would not only include rain but also other forms of precipitation including snow and frozen rain.

- \textbf{More research into atmospheric model}
  By improving our model of the atmosphere, we will be able to better mimic the complex processes that contribute to the formation of other cloud types and storm systems. We would like to improve our model to the point that we are able to successfully incorporate all three stages of the thunderstorm lifecycle described by Byers and Braham\textsuperscript{1}: the cumulus stage, the mature stage, and the downdraft stage. We are also exploring possible ways of simulating density differences in the atmosphere and their effects on our system.

- \textbf{Gesture interface for artistic creation of environment}
  We would like to conduct some user experiments with a three-dimensional augmented reality interface in which the user is able to interact with the environment by means of a gesture-based interface. Using such an interface the user would be able to more accurately shape the volumetric structure (e.g. by “seeding” hygroscopic nuclei) of the cloud during the course of the simulation.

- \textbf{Incorporation of large-scale weather simulation}
  Our current simulator is geared toward the creation of individual or small groups of clouds over a limited region. By simulating the weather patterns over a larger region, it is possible to define “regions of interest” where different cloud types will form. We plan to perform such a large-scale simulation to provide automated input data for our small-scale simulator. In this way, we should be able to populate a sky with a set of realistic, physically-based clouds.

7 Conclusions

We have developed an efficient physically-based simulation of cloud formation which can be run interactively on a standard desktop PC. This model provides a basis for interactively modeling physically-based clouds in 3D using a computational fluid solver. While we have presented our model in conjunction with a specific Navier-Stokes fluid solver, this model can in fact be used with any grid-based fluid solver. Our model is one of few to date which has addressed more than one type of cloud. We believe that the proposed model is a significant improvement over previous models of cloud formation in the field of Computer Graphics and hope to improve this model in the future.
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Appendix A

In this section we give a brief overview of the Navier-Stokes equations for those who may be unfamiliar with them.

When building a model of fluid flow, we will begin by assuming that mass is fully conserved. This means that the net change in mass must always be zero. This is expressed mathematically in equation 7. This equation states that the time rate of change in density ($\frac{\partial \rho}{\partial t}$) is balanced by the divergence of the mass flux at any point in space.

$$\nabla \cdot \mathbf{u} = 0$$

(8)

This equation expresses conservation of mass within our system, and is required for the system to be properly constrained. There are four unknowns in the fluid system, pressure and velocity in the $x,y,z$ directions, and thus we need four equations. Equation 8 coupled with the three Navier-Stokes equations constitute a complete solution for fluid flow. The Navier-Stokes equations can be written together as shown below in equation 9\[22\].

$$\frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} = \frac{-\nabla p}{\rho} + \nu \nabla^2 \mathbf{u} + \frac{f}{\rho}$$

(9)

The terms on the left of the equation are our inertial acceleration terms. The first term expresses our temporal acceleration while the second expresses spatial effects within the system. On the right is a pressure term followed by a term which expresses the viscous force (shear stress). The final term represents any external forces per unit volume applied to the system. This equation shows that motion within the system is dependant upon force due to pressure, force due to viscous effects, and force due to any external forces such as gravity (or buoyancy). Because the inertial effects outweigh the contribution of viscous effects in air, we can ignore the viscous term. To see this we examine the Reynolds number for our system. The Reynolds number expresses the dimensionless ratio of inertial forces to viscous forces and is given as \[22\]:

$$Re = \frac{u \cdot L}{\nu}$$

(10)

where $u$ is a characteristic velocity and $L$ is characteristic length and $\nu$ is kinematic viscosity\[22\]. For air at approximately $20^\circ C$, $\nu = 1.4 \times 10^{-5} m^2/s[22]$. Also, since the troposphere extends approximately $12km$ from the surface of the earth[21], we will use $10^2 m$ as our (very conservative estimate of) characteristic length. Therefore, in order for the Reynolds number to be 1.0 (where the inertial effect equals that of the viscous effect), our flow speed would have to remain below $10^{-7} m/s$. Since the fluid motion we will be modeling will be much faster than this, we can assume that $Re \gg 1$ and therefore viscous effects can be ignored. Looking at the Navier-Stokes equation again, we can see that, having removed the viscous term, our inertial acceleration in the system will be balanced by pressure and external forces within the system. This makes our fluid flow computation much easier since we do not have to compute the effects of viscosity.

Appendix B

The basic steps of our simulation:

- Initialize grid space. Initialize each voxel’s:
  - Velocity
  - Humidity
  - Heat
  - Condensation

- Simulation Loop:
  - Source Step. Add external velocity forces based on:
    * Wind
    * Vorticity Confinement
    * Buoyancy
  - Simulation Step. Handles motion of fluid based on Stam’s model [17]
  - Transport Step – Handle Periodic Boundaries
  - Diffusion/Dissipation Step
  - Momentum Conservation Step
  - Expansion Step
  - Projection Step
  - Compute relative humidity

\[^2\text{Kinematic viscosity is defined as the fluidic viscosity of the material divided by the density}\[22\] \]
Condense water
- Compute condensation
- Reduce humidity
- Add latent heat
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Figure 8. Humidity field being advected by buoyancy.

Figure 9. Heat Field. Notice added heat where condensation occurs.

Figure 10. Resulting Cloud Field.

Figure 11. Clouds rendered using SkyWorks.